
Applied Computer Systems 
ISSN 2255-8691 (online) 
ISSN 2255-8683 (print) 
December 2021, vol. 26, no. 2, pp. 178–182 
https://doi.org/10.2478/acss-2021-0022 
https://content.sciendo.com  

 
 

178 

©2021 Gints Jēkabsons.  
This is an open access article licensed under the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), 
in the manner agreed with Sciendo. 
 

Evaluation of Fingerprint Selection Algorithms for 
Two-Stage Plagiarism Detection 

Gints Jēkabsons*  
Riga Technical University, Riga, Latvia

Abstract –Generally, the process of plagiarism detection can be 
divided into two main stages: source retrieval and text alignment. 
The paper evaluates and compares effectiveness of five fingerprint 
selection algorithms used during the source retrieval stage: 
Every p-th, 0 mod p, Winnowing, Frequency-biased Winnowing 
(FBW) and Modified FBW (MFBW). The algorithms are evaluated 
on a dataset containing plagiarism cases in Bachelor and Master 
Theses written in English in the field of computer science. The best 
performance is reached by 0 mod p, Winnowing and MFBW. For 
these algorithms, reduction of fingerprint size from 100 % to 
about 20 % kept the effectiveness at approximately the same level. 
Moreover, MFBW sends overall fewer document pairs to the text 
alignment stage, thus also reducing the computational cost of the 
process. The software developed for this study is freely available 
at the author’s website http://www.cs.rtu.lv/jekabsons/. 
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I. INTRODUCTION 
Generally, the process of plagiarism detection can be divided 

into two main stages: source retrieval and text alignment [1]. At 
the source retrieval stage, given a query document and a large 
collection of stored documents, the task is to retrieve all 
potential sources from which the query document might have 
“borrowed” the text. At the text alignment stage, the task is to 
identify contiguous passages of reused text between the query 
document and the retrieved sources. The reused text might span 
the whole document, some paragraphs, or just one sentence; the 
text might be modified by inserting, replacing, removing, or 
rearranging words or sentences to obfuscate the fact of copying. 

One of the established approaches for the source retrieval 
stage is document fingerprinting [2]–[11]. In this approach, 
fingerprints are extracted from documents through hashing 
sequences of consecutive words or characters. Two documents 
sharing their hashes indicates a possible text reuse. 

Storing and handling large sets of fingerprints can often be 
impractical; thus, various algorithms for fingerprint selection 
have been proposed. Some subsets of these fingerprint selection 
algorithms have been empirically evaluated and compared on 
text reuse detection in news stories [5], [12], books [3], blogs 
and other websites [4], as well as in Bachelor and Master Theses 
[11]. 

                                                           
*Corresponding author’s e-mail: gints.jekabsons@rtu.lv 

In the latest study [11], the algorithm evaluation process 
involves a source retrieval stage of a retrieval system but does 
not involve a text alignment stage. To broaden the applicability 
of results, the current study builds on the research conducted in 
[11] by extending it to a two-stage retrieval system. The 
effectiveness of five fingerprint selection algorithms is 
evaluated and compared. 

The rest of the paper is organised as follows: Section II 
describes the implementation of a two-stage local text reuse 
detection system. Section III describes experimental setup for 
comparing the algorithms. Section IV presents the results. 
Finally, Section V concludes the paper. 

II. IMPLEMENTATION OF A TWO-STAGE SYSTEM 

A. Fingerprint Extraction and Selection 
To extract a sequence of fingerprints from a document, first, 

some pre-processing is done. This study follows the best results 
in [11] and performs the same pre-processing steps in the 
following order: A text is case-folded and then tokenized by 
non-alphanumeric characters into a sequence of words. Next, 
common stop words and any words shorter than three characters 
are removed from the sequence. Finally, each remaining word 
is stemmed using the well-known Porter stemmer. 

Result of the pre-processing is a clean sequence of 
normalized words. It is then divided into overlapping n-grams 
of n consecutive words. Each n-gram is converted into an 
integer using 32-bit FNV-1a hash function [13]. 

The total number of n-grams for a document with l words is 
m = l – n + 1. The simplest fingerprinting strategy is “full 
fingerprinting” where all n-grams (i.e., technically – their 
computed hashes) become document fingerprints. While this 
strategy is expected to be the best case for finding as many 
correct text reuse sources as possible, it also requires the largest 
amount of storage space. Thus, the strategy is too expensive for 
use with large collections even if an inverted index is used. 

Fingerprint selection algorithms are designed to take only a 
representative subset of the whole set of n-grams to lower the 
fingerprint storage requirements while at the same time trying 
to maintain the quality of results. This is achieved through some 
ideas for how to consistently select approximately the same 
fingerprints in source documents and in query documents. The 
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interested reader is referred to summarisation of those ideas in 
[4], [5], [11]. 

The present paper focuses on the following five fingerprint 
selection algorithms: Every p-th, 0 mod p [10], Winnowing [8], 
Frequency-biased Winnowing (FBW) [3] and Modified 
Frequency-biased Winnowing (MFBW) [11]. 

Each of the algorithms has one parameter controlling the 
number of selected fingerprints. The parameter can be used to 
strike a trade-off between quality of results and storage 
requirements. This also allows comparing the effectiveness of 
the algorithms at fixed storage size. For Every p-th and 0 mod p, 
the number of selected fingerprints can be computed as m / p, 
where p is the parameter. For the three Winnowing-based 
algorithms, the number is approximately 2m / (w + 1), where w 
is the parameter. For instance, to select 5 % of fingerprints, p 
has to be set to 20, and w has to be set to 39. 

B. Fingerprint Indexing and Source Retrieval 
A retrieval subsystem of a text reuse detection system can be 

implemented using an inverted index. In such an index, 
document fingerprints, i.e., the sequence of hashes, can be 
indexed in the same way as in classic document indexing where 
the documents are treated as a sequence of words or word n-
grams. Each hash is put into the index, while maintaining a list 
of documents where it can be found. After the collection of 
documents are indexed, query document hashes can be searched 
in the index one-by-one and potential source documents 
retrieved. 

In this study, an inverted index is implemented using the 
well-known Lucene library [14] version 8.8.0 with the default 
configuration. For each searched hash, the one first returned 
document is taken as the potential source and sent to the aligner. 

C. Text Alignment 
The alignment stage of a text reuse detection system involves 

detailed comparison of the query document and each retrieved 
potential source document that was found during the source 
retrieval stage. The system should identify contiguous passages 
of reused text between the query document and the source. This 
can filter out some of the false positives among the retrieved 
sources if no similar passages are identified and ultimately 
allows highlighting the matching passages for the user. 

For text aligning, the present study uses the winner system of 
PAN 2014 text alignment competition [1]. The system is 
developed by Sanchez-Perez et al. [15], [16] and is provided for 
download by one of the authors in a form of source code [17]. 
The authors of the aligner later optimized the algorithm 
parameters in [18]. In the current study, the parameter set 
denoted as “simpler” is used; other provided parameter sets are 
too dataset-specific (i.e., have too many assumptions about the 
data, such as a very specific way in recognising text summary 
obfuscation, or have lower thresholds for sentence similarity, 
which is expected to bring more false positives). 

In general terms, the text alignment in [15]–[17] is a process 
comprising three stages: seeding, extension and filtering. 
During the seeding stage, each sentence of query document is 
compared with each sentence of source document, and a set of 
similar sentence pairs, called seeds, is retrieved. During the 

extension stage, a recursive algorithm is used to join the seed 
sentences into larger passages of text being similar between 
query and source documents. Finally, the filtering stage 
removes overlapping passages and passages that are too short. 

III. EXPERIMENTAL SETUP 

A. The Dataset 
To evaluate the fingerprint selection algorithms, the dataset 

created and described in [11] is used. It contains 35 query 
documents and a collection of 1021 source documents where 
348 are used sources (i.e., parts of their text are reused in query 
documents) and 673 are unused sources. The query documents 
are Bachelor and Master Theses. The source documents are 
scientific articles, technical reports, websites, theses, books and 
presentation slides. All documents are written in English on a 
variety of computer science topics. On average, each query 
document contains reused text from about 10 sources. For text 
reuse detection, there are a total of 35 × 1021 = 35 735 
document pairs. 

B. Parameters 
There are two parameters to be set. The first parameter is the 

n-gram size n. Smaller n generally increases the number of false 
matches among documents, while larger n makes fingerprinting 
more sensitive to changes in text since exact matches of less 
than n words in a row cannot be detected. The second parameter 
is the parameter of a fingerprint selection algorithm controlling 
the number of selected fingerprints (as discussed in 
Section II A). 

C. Evaluation Measures 
For evaluation of algorithms and parameter choices, the well-

known precision, recall and F-score measures are used: 
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where β determines the balance between precision and recall, 
i.e., it specifies a ratio of how much one is willing to tolerate a 
decrease in precision to increase in recall. 

In [11], the evaluation of fingerprinting selection algorithms 
was done without the text alignment stage and it was argued 
that if the alignment stage were added, the aligner would be able 
to discard many of the false positive documents retrieved. 
Therefore, β was set to 10 (meaning recall was weighted 10 
times higher than precision). In the present study, the 
algorithms are evaluated in a two-stage system and β can be 
considerably lowered. However, it can be argued that higher 
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recall is still slightly more important than higher precision and 
therefore β is set to 2. 

It should also be noted that, while this study involves text 
alignment, the focus is on source retrieval evaluation and, 
therefore, the precision, recall, and F2 are computed at the 
document level, not at the text passage level, i.e., whether a case 
is positive or negative depends on whether the document is or 
is not retrieved and then kept by the aligner (because at least 
one passage is found to be matching). 

In addition to the measures above, it is also important to take 
into account how many document pairs end up being fed to the 
aligner. While in practical applications source retrieval usually 
is computer disk intensive process, text aligning is computer 
processor intensive and should be reduced as well. 

IV. RESULTS 

A. F2 vs. Number of the Selected Fingerprints 
Since the goal of fingerprinting selection algorithms is to 

reduce the number of selected fingerprints while preserving 

high effectiveness, F2 is first viewed as a function of the number 
of fingerprints (which directly corresponds to the index size). 
The parameter of each algorithm is set accordingly and then n-
gram size n is chosen for maximum F2. Table I shows parameter 
value and n value for each algorithm, precision, recall and F2 
values obtained before the alignment stage, the number of 
document pairs fed to the aligner, as well as the final precision, 
recall and F2 values (optimized by choosing n). The same final 
F2 values are also shown in Fig. 1 (with additional 
fingerprinting size of one third). 

First, looking at results obtained before the alignment stage, 
they are overall in line with those obtained in [11]. The best 
performance is achieved by 0 mod p, Winnowing, and MFBW. 
To keep the F-score high, reduction of fingerprint size requires 
smaller n. For FBW and Every p-th algorithms this aspect is 
more extreme as those algorithms lose their effectiveness faster 
than others. 

TABLE I 
BEST PERFORMANCE OF FULL FINGERPRINTING AND SELECTION ALGORITHMS AT FOUR DIFFERENT FINGERPRINT SIZES 

Algorithm 
Parameters Before alignment stage # of document 

pairs to align 
After alignment stage 

p or w n Prec. (%) Rec. (%) F2 (%) Prec. (%) Rec. (%) F2 (%) 

All fingerprints 

Full fingerprinting N/A 5 28.82 91.93 63.93 1107 61.25 87.90 80.86 

Number of fingerprints: ~50 % of full fingerprinting 

Every p-th p = 2 5 46.53 79.25 69.48 591 70.51 75.79 74.67 

0 mod p p = 2 5 40.72 88.47 71.66 754 71.78 85.01 81.99 

Winnowing w = 3 4 23.87 95.97 59.83 1395 52.66 91.35 79.65 

FBW w = 3 4 57.48 85.30 77.77 515 73.51 81.56 79.81 

MFBW w = 3 5 43.24 87.61 72.69 703 71.50 83.86 81.06 

Number of fingerprints: ~20 % of full fingerprinting 

Every p-th p = 5 3 13.72 86.46 41.96 2187 44.24 81.84 69.95 

0 mod p p = 5 4 33.91 89.63 67.46 917 63.46 85.59 80.01 

Winnowing w = 9 4 37.50 85.59 68.12 792 65.66 81.56 77.79 

FBW w = 9 2 5.97 93.66 23.80 5441 36.61 89.05 69.22 

MFBW w = 9 4 44.58 85.30 72.12 664 67.79 81.27 78.16 

Number of fingerprints: ~10 % of full fingerprinting 

Every p-th p = 10 2 3.98 88.18 16.85 7694 33.80 83.57 64.56 

0 mod p p = 10 3 15.81 90.49 46.53 1986 49.18 86.17 74.90 

Winnowing w = 19 3 18.45 89.91 50.67 1691 50.95 85.01 74.99 

FBW w = 19 1 3.32 93.37 14.54 9753 38.28 88.47 70.09 

MFBW w = 19 3 23.32 87.90 56.57 1308 58.75 84.15 77.45 

Number of fingerprints: ~5 % of full fingerprinting 

Every p-th p = 20 2 6.13 65.71 22.32 3720 39.06 62.25 55.64 

0 mod p p = 20 3 23.13 80.40 53.78 1206 57.66 78.10 72.93 

Winnowing w = 39 3 25.86 75.79 54.68 1017 56.85 72.91 69.01 

FBW w = 39 1 5.06 83.57 20.37 5731 42.37 79.25 67.50 

MFBW w = 39 3 34.18 73.78 59.90 749 69.60 70.61 70.40 
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Fig. 1. Best F2 value vs. the number of selected fingerprints. Full fingerprinting 
result is not shown – it is located at 100 % fingerprints and F2 = 80.86 % as 
given in Table I. 

Next, looking at the number of document pairs fed to the 
aligner it can be seen that overall the number gradually 
increases before a decrease of fingerprint size reaches about 
5 %. This behaviour can be explained by the reduction in 
n-gram size – the smaller the n-grams used, the more documents 
will be retrieved and fed to the aligner. However, reaching the 
5 % size, the index is missing too much information and fewer 
documents are retrieved. Here again 0 mod p, Winnowing and 
MFBW are the winners, especially MFBW since overall it 
retrieves fewer documents and still has good recall. This can be 
explained by the fact that MFBW tends to select fingerprints in 
a document that are less frequent in the collection of documents 
[11]. 

Finally, analysing precision, recall and F2 obtained after the 
alignment stage, it can be observed how precision is inversely 
correlated with the number of retrieved documents, while recall 
is quite stable before the number of fingerprints reaches 5 %. 
As a result, with the reduction of fingerprint size, F2 is falling 
slowly and smoothly, while somewhere between 5 % and 10 % 
the fall is accelerating. 

In addition, it is also important to note a clear increase of 
precision before alignment and precision after alignment by 
about 30 percentage points in all cases. This is thanks to the 
aligner discarding documents without any detected similar 
passages. 

It can be concluded that in the used dataset with the three best 
algorithms the number of fingerprints (and therefore index size) 
can be reduced to one fifth without losing much of 
effectiveness. 

B. Precision vs. Recall 
Fig. 2 shows precision-recall curves when 50 % and 5 % of 

fingerprints are selected. 0 mod p, Winnowing and MFBW are 
overall the best ones and have very similar behaviour while the 
performance of Every p-th and FBW deteriorates much faster. 

It can also be seen that it is not difficult to outperform full 
fingerprinting in terms of precision, but this is achieved at the 
expense of recall. 

 

 

 

Fig. 2. Precision-recall curves when (a) 50 % and (b) 5 % of fingerprints are 
selected. Full fingerprinting is shown for reference only since it always selects 
100 % of fingerprints. 

C. Passage-Level Evaluation 
In addition to the dataset described in Section III A (hereafter 

referred to as D1) which was used in the experiments in 
Sections IV A and IV B, another dataset (D2) was created for 
additional experiments with the aligner. D2 was created as a 
subset of D1. The documents of D2 have precisely marked 
reused text passages and therefore can be used for passage-level 
evaluation of text reuse detection. D2 contains 18 query 
documents and 378 collection documents. On average, each 
query document contains reused text from about six sources. In 
total, 378 pairs of documents have to be aligned. 

The evaluation is done using precision, recall and F1 
measures computed in accordance to [1] using the same aligner 
parameters as in previous experiments of this study. The 
obtained micro average of the measures is 50.36 %, 80.56 %, 
61.98 %, respectively, while macro average is 34.10 %, 
73.14 %, 46.51 %, respectively. As can be seen, the aligner 
mostly suffers from low precision, i.e., too many of its marked 
passages are false positives. Therefore, it is possible that 
replacing this aligner with another one having much better 
precision might considerably enhance the results obtained in 
Sections IV A and IV B. 

 

0 10 20 30 40 50

Number of fingerprints (% of full fingerprinting)

50

60

70

80

90

Be
st

 F
2

 (%
)

Every p-th

0 mod p

Winnowing

FBW

MFBW

0 20 40 60 80 100

Recall (%)

0

20

40

60

80

100

Pr
ec

is
io

n 
(%

)

(a)

Full fingerprinting

Every p-th

0 mod p

Winnowing

FBW

MFBW

0 20 40 60 80 100

Recall (%)

0

20

40

60

80

100

Pr
ec

is
io

n 
(%

)

(b)

Full fingerprinting

Every p-th

0 mod p

Winnowing

FBW

MFBW



Applied Computer Systems 
_________________________________________________________________________________________________2021/26 

 

 
 

182 

V. CONCLUSION 
Five different fingerprint selection algorithms have been 

evaluated and compared. Overall, the best results were obtained 
by 0 mod p, Winnowing and MFBW. While for full 
fingerprinting F2 was about 81 %, reduction of fingerprint size 
to only one fifth kept the effectiveness at approximately the 
same level. Further reduction smoothly reduced F2 to about 
70 % when one twentieth of fingerprints was used. 

It should also be noted that reduction of fingerprint size 
required to use smaller n-grams, which resulted in more 
retrieved documents sent to the aligner for detailed analysis. 
This requires more computational resources as well as brings 
more false positives. The results show that the aligner has 
insufficient resistance against false positives. Development of 
effective and efficient aligners is still a necessary research. 
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